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ABSTRACT: Because of their abundance, sodium and
calcium can be attractive in ion batteries for large-scale grid
storage. However, many of the anode materials being pursued
have limitations including volume expansion, lack of
passivating films, and slow kinetics. Here, we investigate the
adsorption of Na and Ca on graphene with divacancy and
Stone−Wales defects in graphene. Our results show that
although adsorption of Na and Ca is not possible on pristine
graphene, enhanced adsorption is observed on defective
graphene because of increased charge transfer between the
adatoms and defects. We find that the capacity of graphene
increases with the density of the defects. For the maximum
possible divacancy defect densities, capacities of 1450 and 2900
mAh/g for Na- and Ca-ion batteries, respectively, can be achieved. For Stone−Wales defects, we find maximum capacities of
1071 and 2142 mAh/g for Na and Ca, respectively. Our results provide guidelines to create better high-capacity anode materials
for Na- and Ca-ion batteries.
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■ INTRODUCTION

Rechargable lithium-ion batteries (LIBs) have been extensively
used in portable electronics, light vehicles, and miscellaneous
power devices over the past decade.1 In terms of energy
density, the seemingly ubiquitous LIBs exhibit superb perform-
ance as compared to other types of rechargeable batteries.2−5

However, among light metals, Li is a very rare element. Its
concentration in the upper continental crust is estimated to be
35 ppm.6 Hence, in recent years, there have been great
concerns that available Li resources buried in the earth would
not be sufficient to meet the ever increasing demands for LIBs.7

These concerns have led to the active search for suitable
alternatives.8 Among these, sodium-ion batteries (NIBs)8,9 and
calcium-ion batteries (CIBs)10,11 have drawn significant
attention.
Although the energy density of a NIB is generally lower than

that of a LIB,7 high energy density becomes less critical for
battery applications in large-scale storage.9 More importantly,
the abundance and low cost of Na in the earth (10 320 ppm in
seawater and 28 300 ppm in the lithosphere)12,13 and low
reduction potential (−2.71 V vs standard hydrogen electrode
(SHE)) provide a lucrative low-cost, safe, and environmentally
benign alternative to Li in batteries.14−16 Like NIBs, CIBs offer
several benefits such as low cost, natural abundance, chemical
safety, low reduction potential (−2.87 V vs SHE), and lighter
mass-to-charge ratio.11,17 The use of polyvalent cations is the
key to obtaining much larger discharge capacities than those of

LIBs.10 Moreover, nature stores energy with Na and Ca ions,
not Li ions.18

Electrochemical properties of the electrode materials are the
cynosure of important battery-performance characteristics such
as specific capacity and operating voltage.9 Hence, the major
challenge in advancing NIB and CIB technologies lies in finding
better electrode materials. The best starting point is the
investigation of the structure and chemistries of electrode
materials that function well for Li intercalation. Graphite, the
most widely used anode material for LIBs, has a relatively low
gravimetric capacity. Even for NIBs and CIBs, use of graphite
yields very low capacity.19 Recent experimental studies show
that if we can lower the dimensionality of the conventional
anode materials via nanotechnology, we can achieve higher
capacity. For example, low-dimensional materials, like gra-
phene20,21 and its oxide,22 carbon nanotubes,23,24 and silicon
nanowires,25 have been widely investigated as a possible
replacement for graphite in LIBs.
Among the low-dimensional materials, graphene has

attracted enormous attention since its discovery in 2004.26

Besides its fascinating physical properties, it also shows
considerable promise as atom/molecule containers for potential
applications in electrochemical storage devices.27−29 However,
impurities and defects, both Stone−Wales (SW) and divacancy
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(DV), are always present in graphene.30−32 Recent studies
discovered several structural defects in graphene at an atomic
resolution using transmission electron microscopy (TEM)33,34

and scanning tunneling microscopy (STM).35,36 Structural
defects have a strong influence on the electronic, optical,
thermal, and mechanical properties of graphene.30 Recent DFT
studies37,38 predicted that the presence of defects would
enhance the Li adsorption on graphene, giving a higher
gravimetric capacity. Hence, the open question of how will
defects in graphene influence the adsorption of Na and Ca
remains. To answer this question in detail, we have carried out
the first-principles calculations based on DFT to investigate
thoroughly the Na and Ca adsorption on graphene with various
percentages of DV and SW defects.

■ METHODOLOGY
All calculations were performed using the Vienna Ab initio Simulation
Package (VASP)39 with the projector augmented wave (PAW)40,41

method and the Perdew−Burke−Ernzerhof (PBE)42 form of the
generalized gradient approximation (GGA) for exchange and
correlation functional. An energy cutoff of 600 eV was used in the
plane wave expansion of wave functions. The Brillouin zones of 4 × 4
and 5 × 5 super cell were sampled with Γ-centered k-point grids of 9 ×
9 × 1 and 7 × 7 × 1, respectively. To avoid the spurious coupling
effect between periodic graphene layers along the normal direction, the
vacuum separation in the model structure was set to 18 Å. All atoms
and super-cell lattice vectors are relaxed with a force tolerance of 0.02
eV/Å.
The potential, V, is defined as43

= −
Δ

V
G
n

f
(1)

where n is the number of X (X = Na, Ca) atoms inserted in the
computational cell. The change in Gibb’s free energy is

Δ = Δ + Δ − ΔG E P V T Sf f f f (2)

Because the term PΔVf is on the order of 10−5 eV43 whereas the term
TΔSf is on the order of the thermal energy (26 meV at room
temperature), the entropy and the pressure terms can be neglected,
and the free energy will be approximately equal to the formation
energy, ΔEf, obtained from DFT calculations. The formation energy is
defined as

Δ = − +E E nE E( )f X G X Gn (3)

where EXnG is the total energy of the Na/Ca intercalated graphene, EX
is the total energy of a single Na/Ca atom in elemental bcc Na/fcc Ca,
and EG is the total energy of a particular graphene structure. We have
computed the equilibrium energy for Na and Ca as −1.307 and
−1.980 eV, respectively. If the energies are expressed in electron volts,
then the potential of the structures versus Na/Na+ as a function of Na
content (and vs Ca/Ca2+ as a function of Ca content) can be obtained
as43

= − Δ
V

E
n (4)

The composition range over which Na/Ca can be reversibly
intercalated determines the battery’s capacity.

■ RESULTS AND DISCUSSION

First, we discuss the defective graphene systems that we
investigated for sodiation and calciation. Single vacancies (SV)
with a carbon atom missing in graphene (or in the outermost
layer of graphite) have been experimentally observed using
TEM33,44 and STM.35 However, Meyer et al.33 showed that SV
undergoes a Jahn−Teller distortion, which leads to the
saturation of two of the three dangling bonds toward the
missing atom. For reasons of geometry, one dangling bond
always remains. The SV appears as a protrusion in STM images
because of an increase in the local density of states at the Fermi
energy, which is spatially localized on the dangling bonds.35 It is
intuitively clear that the formation energy of such a defect is
high because of the presence of an undercoordinated carbon
atom. Hence, instead of SV defects, we have concentrated on
DV defects, where no dangling bond is present. The atomic
network remains coherent with minor perturbations in the
bond lengths around the defect. Simulations45,46 indicate that
the formation energy, Ef, of a DV is of the same order as for an
SV (about 8 eV). As two atoms are now missing, the energy per
missing atom (4 eV per atom) is much lower than for an SV.
Hence, a DV is thermodynamically favored over an SV.
Moreover, DV defects are the most common type of vacancy
defects observed experimentally,47,48 and as mentioned before,
structures with any other kind of vacancy defect with dangling
bonds are not stable.49 As shown in Figure 1, a DV defect can
be obtained by removing C−C dimers from pristine graphene.

Figure 1. (a) Pristine graphene and graphene with DV defects: (b) 6.25, (c) 12.50, (d) 16.00, (e) 18.75, and (f) 25%. Systems shown here are 2 × 2
in size with periodicity in their in-plane dimensions. The super cell used in the calculation is marked in black. All systems are relaxed structure. (g)
Equilibrium energy per carbon atom for different percentages of DV defect.
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Figure 2. Graphene with SW defects: (a) 25, (b) 50, (c) 75, and (d) 100%. Systems shown here are 2 × 2 in size with periodicity in their in-plane
dimensions. The super cell used in the calculation is marked in black. All systems are relaxed structure. (e) Equilibrium energy per carbon atom for
different percentages of SW defect.

Figure 3. Na adsorption on graphene with (a−c) 6.25% DV defect and (d−f) 25% SW defect: adatom (a, d) over the defect (O position), (b, e)
neighborhood of defect (N position), and (c, f) away from defect (A position). (g) Sodiation and (h) calciation potential for Na/Ca adsorption on
different locations: pristine graphene (inset) and graphene with DV and SW defects at the Hex and Top sites. For each site, three positions, O
(blue), N (green), and A (brown), are shown. Location 1 (a, d) is the Top site at the O position.
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Five different percentages of defects are considered here:
6.25 (Figure 1b), 12.50 (Figure 1c), 16.00 (Figure 1d), 18.75
(Figure 1e), and 25% (Figure 1f). All of the systems shown
here are relaxed structures. Figure 1g shows that numerical
value of equilibrium energy (i.e., the total ground-state energy
per carbon atom) gradually decreases with the increase in DV
defects.
Like DV, SW defects are another common type of structural

defect observed experimentally.50 The SW (55−77) defect has
a formation energy Ef = 5 eV.50 The defective structure retains
the same number of atoms as pristine graphene, and no
dangling bonds are introduced. As shown in Figure 2, we have
considered four types of SW defects with different defect
concentration: 25 (Figure 2a), 50 (Figure 2b), 75 (Figure 2c),
and 100% (Figure 2d). For 100% SW defect, we have the
Haeckelite structure,51 which is a sheet full of 5−7 rings. The
equilibrium energy per carbon atom is much less in this
configuration (Figure 2e).

We first focus on pristine and lowest defect density. The
lattice constant of graphene is 2.46 Å.52,53 We consider two
sites of high symmetry for adsorption: the site on the top of a
carbon atom (Top) and the site at the center of a hexagon
(Hex) of a graphene sheet. The inset in Figure 3, panels g and h
(in red) shows the sodiation and calciation potential for pristine
graphene, respectively. The negative potential indicates that
adsorption is not possible. Next, we investigate the influence of
the lowest defect density: 6.25% DV defect and 25% SW defect.
For both Hex and Top sites, we consider three positions: over
the defect (O position), neighborhood of the defect (N
position), and away from the defect (A position). Figure 3,
panels a−c and d−f show Na on the O (Figure 3a,d), N (Figure
3b,e), and A (Figure 3c,f) positions at the Hex site of graphene
with a DV defect and SW defect, respectively. Here, defect
location considers the defect with maximum intensity. For
example, one may claim the site over the five-carbon ring in
Figure 3a as being over the defect. However, the site over the

Table 1. Sodiation and Calciation Potential (V in eV) for Different Positions of Adatom at Different Sites in Defective Graphene

defect DV SW

site Hex Top Hex Top

positions O N A O N A O N A O N A

V in eV Na 0.574 0.207 0.019 0.574 0.207 −0. 098 −0.063 −0.221 −0.278 −0.221 −0.292 −0.410
Ca 0.562 −0.231 −0.671 0.142 −0.391 −0. 824 −0.204 −0.937 −1.016 −0.243 −1.069 −1.14

Figure 4. Bonding charge density for Na and Ca (Top site and O position) for (a, d) pristine, (b, e) Stone−Wales, and (c, f) divacancy systems
obtained as the charge-density difference between the valence charge density before and after the bonding. Red and blue colors indicate the electron
accumulation and depletion, respectively. The color scale is in the units of e/Bohr.3 Potential vs charge transfer for (g) Na and (h) Ca adsorption.
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eight-carbon ring refers to maximum defect intensity. Similarly,
we consider the O, N, and A positions at the Top site.
In describing the Top site at the O position, we have a

couple of options for the case of the DV defect. As shown in
Figure 3a, we can place adatom in any of the eight carbons
enclosing the octagon. However, carbon at locations 1 and 3
has the same neighborhood as well as for carbon at locations 2
and 4. Similarly, carbon in between 1 and 2 has the same
surrounding as it does between 3 and 4. Hence, we conclude
that we have only two different options (locations 1 and 2).
Between these two locations, we select the location that has the
maximum defective neighborhood (MDN). Location 1 is at the
junction of an octagon, hexagon, and pentagon, whereas for
location 2, it is at the junction of an octagon and two hexagons.
Hence, we select location 1, which has the MDN. However, for
graphene with Stone−Wale defect, as shown in Figure 3d, both
locations 1 and 2 have the same neighborhood (i.e., they are
identical). Hence, we select location 1.
The sodiation and calciation potentials for three different

positions (O, N, and A) for both the Hex and Top sites are
summarized in Table 1. The information in Table 1 is
condensed in Figure 3, panels g (sodiation potential) and h
(calciation potential). For DV_Hex (Hex site of DV defect)
and DV_Top (Top site of DV defect), we notice that the O
position (blue), as expected, is the most favorable position for
adsorption. Sodiation potential is reduced to zero or is negative
from the O to A positions. For the SW defect, the lowest defect
density (25%) does not favor Na adsorption for any location.
However, the O position has a less negative potential compared
to the N and A positions. The same procedure applies for the
calculations for Ca, and a similar trend is obtained, as shown in
Figure 3h. It is clear that adatoms tend to cluster around the
defective zone.
To obtain insight on the adsorption on defective sheets, we

performed bonding charge-density analysis.54 Figure 4 shows
the bonding charge-density passing through the bond between
Na/Ca and the nearest carbon atom. The bonding charge
density is obtained as the difference between the valence charge
density of strain-free graphene-Na/Ca sheet and the super-
position of the valence charge density of the constituent atoms.
A positive value (red) indicates electron accumulation, whereas
a negative value (blue) denotes electron depletion. These
changes in bonding charge distributions after introduction of
defects clearly show that the enhanced charge transfer from
Na/Ca to graphene sheet leads to adsorption of adatoms.
The charge redistribution can be quantitatively estimated by

computing the charge transfer using Bader charge analysis.
Table 2 shows the magnitude of the charge transfer for different

positions. In case of the Na+ ion, charge transfer to pristine
graphene is 0.6617e, whereas for structures with DV and SW
defects, the transferred charges are increased to 0.8848e and
0.8073e, respectively. For Ca2+, the corresponding charge
transfer is 0.8208e, 1.3727e, and 1.1189e, respectively. For each
case, the DV defect case has more charge transfer, resulting in
more adsorption of adatoms. In Figure 4g,h, for both Na and
Ca adsorption, the potential increases with the increase in

charge transfer. Any amount of charge transfer does not imply
adsorption. There is a threshold of charge transfer beyond
which adsorption is possible. Depending on the adatom (i.e.,
Na/Ca in this study), the threshold is different. From Figure
4g,h, we can observe that charge transfer over 0.85e
(approximately) favors Na adsorption, whereas for Ca, the
corresponding threshold is around 1.30e.
From our results in Figures 3 and 4, we have discovered that

the O position of the Hex site is the most favorable location of
adsorption. Hence, we primarily focus on this location while
initially distributing the Na/Ca adatoms. Still, for every case,
there are many possibilities of initial distribution. For each case,
we have considered three different initial configurations to
obtain the potential range, and we reported the average values.
It is obvious that at low concentration a greater possibility of
initial distribution leads to a wider range of potential. For each
percentage of defects, we have carried out DFT calculations for
different Na/Ca concentrations until we crossed the maximum
limit of capacity (i.e., when the potential becomes negative).
Figure 5a summarizes the sodiation potential for five

different DV defect percentages. For each defect density, the
potential decreases with the increase in the Na concentration.
For higher defect density, the potential is larger for a given Na
concentration and the maximum percentage of adsorbed Na is
increased. As shown in Figure 1f, 25% is the maximum DV
defect density possible. Beyond this limit, the structure will
have dangling bonds.49 Figure 5b shows one of the
configurations of Na8C26 where Na adatoms are mainly located
on and around O positions (i.e., adatoms tend to cluster around
the defective zone). As shown in Figure 5c, for SW defects, the
percentage of adsorption is increased with the increase in defect
density. Figure 5d shows one of the configurations of Na6C32.
The results for calcium adsorption are summarized in Figure 6.
We note that the adsorption behavior of Ca in DV and SW
graphene is qualitatively the same as for Na.
Figure 7 summarizes the maximum percentage of Na/Ca

adsorbed for different percentages of DV and SW defects.
Capacity, C (mAh/g), can be computed from percentage of
adsorption, p, as

= ⎜ ⎟
⎡
⎣⎢
⎛
⎝

⎞
⎠

⎤
⎦⎥C

A
p

vF
1

100
10

c

3

(5)

Where p is the percentage of adsorption of adatoms on
graphene (%), v is the vacancy (Na = 1; Ca = 2), F is the
Faraday constant (26.801 Ah/mole), and Ac is the atomic mass
of Carbon (12.011)
For the 6.25% DV defect, the maximum percentage of

adsorption is 6.67%, corresponding to a capacity of 148.8325
mAh/g for Na and 297.6649 mAh/g for Ca. With the increase
in defect density, we obtained a maximum percentage of
adsorption for Na/Ca around 19, 25, 40, and 65% for 12.50, 16,
18.75, and 25% defects, respectively. Hence, for a maximum
defect density of 25%, we can obtain a maximum capacity of
around 1450 mAh/g for Na and 2900 mAh/g for Ca. For SW
defects, the maximum percentage of adsorption is around 10,
13, and 48% for 50, 75, and 100% of SW defects, respectively.
Hence, for the 100% SW defect (i.e., structure full of 5−7
rings), we can achieve a maximum capacity of around 1071 and
2142 mAh/g for Na and Ca, respectively. We observe that for
DV defects the capacity increases gradually with the increase of
defect density. However, for SW defects, until the system
reaches its maximum defect density (i.e., a system full of 5−7

Table 2. Charge Transfer from Na/Ca to Graphene

ion pristine divacancy Stone−Wales

Na+ 0.6617e 0.8848e 0.8073e
Ca2+ 0.8208e 1.3727e 1.1189e
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rings), the capacity does not increase much. This can be
attributed to the fact that for Haeckelite structure, the drop in

equilibrium energy is drastic, whereas for DV defects, the drop
in equilibrium energy is gradual.

Figure 5. Sodiation potential for different percentages of Na adsorbed for different percentages of (a) DV and (c) SW defects. Top and side view of
one of the (b) Na8C26 and (d) Na6C32 relaxed configurations.

Figure 6. Calciation potential for different percentages of Ca adsorbed for different percentages of (a) DV and (c) SW defects. Top and side view of
one of the (b) Ca8C26 and (d) Ca6C32 relaxed configurations.
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■ CONCLUSIONS
We have performed first-principles calculations to study the Na
and Ca adsorption on graphene with various percentages of DV
and SW defects. Our results show that adsorption is not
possible in pristine graphene. However, the presence of defects
enhances the adsorption, and the potential is larger when the
adatoms are on and around the defective zone. With the
increase in defect density, the maximum capacity obtained is
much higher than that of graphite. This study will help to create
better anode materials that can replace graphite for higher
capacity and better cycling performance NIBs and CIBs. It will
be interesting to compare our results with future experiments.
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